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ABSTRACT
The purpose of this study is to classify student majors to simplify and speed up the determination of the selection of majors so that the process resulting from this selection is more accurate and objective. The design method that will be applied to data mining to determine interests and talents is the C4.5 Decision Tree Algorithm Method. The data used in this research are 331 datasets. The data is classified using the C4.5 Decision Tree Algorithm method. The research results show that the classification of interests and talents can be classified to determine student majors using the C4.5 Algorithm. 2) Of the 331 data divided by 80% training data and 20% testing data, the level of accuracy in the C4.5 Decision Tree Algorithm is 89.39%. So, it can be concluded that the accuracy results are lower than previous studies, which produced an accuracy rate of 100%. This means that by analyzing student interest and aptitude data using C4.5, schools can build a classification model that can assist students in choosing a major that suits their interests and talents thereby increasing the accuracy and efficiency of major selection.
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INTRODUCTION
Interest is an ongoing attitude that can make a person's attention pattern so that he becomes selective toward the object of his interest. Talent is an innate ability that is innate to nature and intelligence (Merawati & Rino, 2019). Ignorance of students' abilities, talents, or interests will impact the development of potential and even careers for the future (Narulita et al., 2021). The SMK majors have four majors for students, namely Computer and Network Engineering (TKJ), Motorcycle Engineering and Business (TBSM), Automotive Light Vehicle Engineering (TKRO), and Hospitality (PH). The main factors used to determine interest in talent in choosing majors include scores from PAI, PPKN, Mathematics, Indonesian, Science, Social Studies, English, student interests, and scores (Kuniasari & Fatmawati, nd).

Implementing interest and aptitude tests carried out by a person forms individual data. The data from the test will continue to grow over time and will only be used as an archive or just a report by the administering agency. From these data sets, new information can be extracted through data mining which can be useful for certain institutions. By digging into this data set, new hidden knowledge can be obtained, which has benefits (Irawan, 2019). Based on this data, determine the level of accuracy of students' interests and talents using the C4.5 Decision Tree Algorithm Method. Algorithm C4.5 is a decision tree classification algorithm that can produce decision trees that are easy to interpret, have an acceptable level of accuracy, and can handle discrete and numeric type attributes (Dharshinni, 2021).

Based on research results (Swastina, 2013), the Decision Tree Algorithm C4.5 is more accurate than the Naïve Bayes Algorithm in determining the majors' suitability and recommending student
majors. Thus, the Decision Tree Algorithm C4.5 is accurately applied to determine student suitability with an accuracy rate of 93.31% and an accuracy of major recommendations of 82.84% (Rahayu, 2014).

Classification is an algorithm in data mining that groups data into certain criteria or categories by reading previously existing data (Wanto et al., 2020). The final classification task used is the Decision Tree, and the Algorithm used is Method C4.5. A Decision Tree is a machine learning algorithm that uses a set of rules to make decisions with a tree-like structure that models possible outcomes, resource costs, utilities, and possible consequences or risks (Widiastuti et al., 2023).

| Table 1. Interest and Talent Data Sample |
|-------------------------------|-----|-----|-----|-----|
| Name             | Option 1 | Option 2 | IPA | IPS | PPKN |
| Galang Ardiansyah | TKRO    | TKJ    | 82  | 79  | 78   |
| Strong Maulana   | TKRO    | TKJ    | 80  | 80  | 80   |
| Sigit Arimukti   | TKJ     | TKRO   | 77  | 71  | 82   |
| Muhammad Dayu Aji| TKRO    | TKJ    | 72  | 76  | 78   |
| Augustine's Daughter | TKJ | TKRO | 77  | 72  | 80   |

Based on Table 1, the sample data comes from the talent interest dataset, where each data consists of the attributes Name, Choices 1 & 2, Science Value, IPS, and PPKN. The attribute name states the student's name, the attribute choices 1 and 2 state the student's choice of majors, and the attribute value of Science, Social Sciences, PPKN states the student's report card value.

There is another problem that arises is that not everyone knows their talent. Finding out the potential of someone's talent is not easy because there is a fundamental difference between talent and interest. Interest is often interpreted as talent, even though interest is not talent. Interest is strongly influenced by the environment around family, friends, and society, while talent is a person's ability acquired from birth (Syamsu et al., 2019).

The purpose of this final project is to classify student majors to simplify and speed up the determination of the selection of majors so that the process resulting from this selection is more accurate and objective. The data used in this research are 331 datasets. The data is classified using the C4.5 Decision Tree Algorithm method. This final project is supported by the Knowledge Discovery In Databases (KDD) method, a non-trivial process for finding and identifying patterns (patterns) in data, where the patterns found are valid, new, useful, and understandable. So that with this final assignment project, it can help schools find out the accuracy of students in interest talent data and decision tree results from that data.

Based on the background above, the purpose of this study is to find out and analyze the C4.5 algorithm for the application of data mining interests and talents at SMK Negri 1 Bongas. The application of C4.5 in the analysis of interests and talents in SMK can provide several benefits, including: Increasing the effectiveness of major selection. By analyzing student interest and aptitude data using C4.5, schools can build a classification model that can assist students in choosing a major that suits their interests and talents. That way, students have a better chance of pursuing a career that matches their interests and talents. And improve the quality of teaching. By understanding students' interests and talents, teachers can choose teaching methods that are more effective and can help students learn better. This can improve the quality of teaching and help students to better understand the lesson.

**METHODS**

The primary data source in this final assignment was obtained from the administration teacher. This data is taken from the school directly during the internship. This data is secondary data that is recapitulated from the school. This dataset contains history, organizational structure, data on teachers, students, and school staff, as well as school facilities and infrastructure.
Data obtained from SMK Negeri 1 Bongas Jl. Raya Margamulya NO. 276 B, Kec. Bongas, Indramayu Regency, West Java 45255. On January 4, data were collected at the school. The data collection technique was used directly through the school's computer, transferring files, and storing the data on a flash drive. The document was obtained directly from the school through the Administrative Teacher.

Data analysis techniques use Decision Trees or decision trees and C4.5 Algorithms. Decision Tree or decision tree is a classification method that uses a tree structure, where each node represents an attribute, and its branches represent attribute values. In contrast, the leaves are used to represent classes. The tree is used as a reasoning procedure to get answers to the problems entered. The tree formed is not always a binary tree. If all the features in the set use two kinds of categorical values, the resulting tree will be a binary tree. If the feature contains more than two kinds of categorical values or uses a numeric type, the resulting tree is usually not a binary tree. Each internal node represents a variable, and the leaf nodes represent a class (Pasaribu, 2021). Flexibility makes this Method attractive, especially because it provides the advantage of visualizing suggestions (Decision Tree form suggestions) that make the prediction procedure observable (Prasetyo et al., 2013). Several researchers have presented that the decision tree method is widely used to solve decision-making cases, such as in the fields of medicine (diagnosis of patient disease), computer science (data structures), psychology (decision-making theory), and so on.

Algorithm C4.5 is a classification method that involves constructing decision trees (Yulia et al., 2022). Where each branch then leads to another node or final decision Algorithm, C4.5 is the Algorithm used to construct a decision tree (Prasetio et al., 2021). Decision trees are a familiar method of classification and prediction. Decision trees are useful for exploring data and finding hidden relationships between several candidate input variables and a target variable. Many algorithms can form decision trees, including ID3, CART, and C4.5 (Achmad et al., 2012). Algorithm C4.5 is the development of the ID3 Algorithm. The process in the decision tree is to change the form of data in tabular form to a tree model, to change the tree model to a rule, and to simplify the rule.

RESULTS AND DISCUSSION
Application of the Decision Tree Algorithm Model C4.5

The application of the C4.5 Decision Tree Algorithm Model was designed using Rapidminer tools. In this final project, several operators are used, including the following:

1. Retrieve Data

This operator loads datasets imported into the local repository into the process. Using the Retrieve Data operator, a recap dataset of talent interest students who are accepted and not accepted in choosing a major will be loaded into the process column and produce an Example set of 331 data.
2. Set Roles
Set Role distinguishes coordinate attributes and position predictions that will be included in the 'label' category. So that when categorizing data, 'labels' are not included in the calculation, and change the results with Status Attribute as Label and NISN as ID.

3. Select Attributes
Select Attribute is selecting a dataset that will be selected and not selected in the final project rapid miner testing the C4.5 Decision Tree Algorithm.

4. Split Data
The distribution ratio for this project is 80% for training data and 20% for testing data, with a total of 331 datasets. There are 265 Training Data and 66 Testing Data.
5. Decision Tree

A decision tree is a decision-making method that organizes options into a branching form.

<table>
<thead>
<tr>
<th>Ratio</th>
<th>Data Type</th>
<th>Amount of data</th>
</tr>
</thead>
<tbody>
<tr>
<td>80%</td>
<td>Training Data</td>
<td>265</td>
</tr>
<tr>
<td>20%</td>
<td>Data Testing</td>
<td>66</td>
</tr>
</tbody>
</table>

Results of the Accuracy Level of the Algorithm Method C4.5 performance

The performance operator evaluates a performance model that automatically provides a list of performance modification values according to a given task. The level of accuracy in performance is 89.39% which is a better result than the previous level of accuracy.
CONCLUSION

Based on the final project regarding students' interests and talents, several conclusions can be drawn: 1) Classification of interests and talents can be classified to determine student majors using the C4.5 Algorithm 2) Of the 331 data divided by 80% training data and 20% testing data, it shows the level the accuracy of the C4.5 Decision Tree Algorithm is 89.39%. The accuracy results are lower than previous studies, which produced an accuracy rate of 100%. This is because the data used is different from before.
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